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Abstract— The enormous amount of Big Data brought into 

new era with innovative retrieval of information through 

analysis. Problem Defined: Massive amounts of data are being 

collected, stored and Analyzed. mostly the data that exists in 

documents are unstructed data like text information, log survey 

results, emails so on. all the data that is dumped on the platform 

needs systematic arrangement or ordering for robust retrieval 

and analysis of information. Problem Statement: Proper 

alignment of document files is to be labelled. when large number 

of files increases characterizing the files are needed. therefore, 

here comes the clustering of data i.e., Document clustering. it 

groups the instances that are unlabeled. Existing system : 

unstructured text is easily processed and perceived, but is 

significantly harder for machines to understand. a model is 

prepared by deducing structures going through Systematic 

reduce of redundancy to organize the data by similarity. Updated 

rules of NMF raise a self interest in document clustering. When 

comparing with the two already existing algorithms i.e, Single 

value decomposition and Latent semantic Indexing  these rules 

gave trust in its overall performances. Proposed System: In 

addition to NMF rules a K-means factor is added to give 

prominent clustering with extracted features. to achieve this in an 

elaborate sequential steps we have Indexing of Documents, Stop 

words Removal, Stemming is used to reduce the words to the root 

that uses most adequate algorithms. In particular for the 

extraction of features , the text document words need to be 

identified , algorithm that is used for Key feature extraction and 

text notation is Natural Language Processing. In this project, the 

work is distributed parallely  among all the documents and that 

needs running  NLP performs parallel pattern. Here the system 

uses Apache Hadoop Map Reduce for parallel programming. 

Keywords— Text mining; Pre-processing; Natural Language 

process; Document clustering; Map reduce. 

I.  INTRODUCTION 

Today it has turned into an approach to transmit interactive 
multimedia information by means of the all-pervasive Internet. 
By means of the imminent electronic trade, it has ended up 
amazingly vital to handle the delicate issue of bearing 
information security, particularly in the perpetually zooming 
open system upbringing of the present day generation[22-24]. 
Improvement of technology has supported the growth of huge 
amounts in text documents existed on the internet, 
organizations, advancement databases, companies so on. the 
different  structure types of information can be unstructured , 
semi-structured documents. grouping of these unstructured 
information from the documents is a typical problem for 
retrieving of the Information. Figure 1 showing the process of 
text mining. 

 

Fig. 1. Text Mining Process 
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Big Data term does not bother about the size of the data but 
has some specific terms within it know for volume, variety, 
velocity determining the  reliability and consistency. The data 
that exists in the internet is mostly unstructured data i.e., about 
85% [2]. This performs a challenging retrieval of information 
in this field. 

 Handling data and processing data in Big Data area is more 
efficient by using Divide and conquer [3]. The general 
objective is to partition the data into smaller sub divisions; 
these sub divisions are  independent and processed  using 
parallel processing. Apache Hadoop being one of the best 
solutions among all gathered interest to sought data processing, 
distributed applications, providing high-scalability and storage. 
Accessing data , maintaining data depends upon the Hadoop 
Distributed File system (HDFS) [8]. Map Reduce 
programming rules are the criterion on of the Hadoop HDFS 
file system. 

Automatic extraction of knowledge that is machine 
readable information is driven from the unstructured natural 
data. The most demanding step is annotation of text, that 
describes the grammatical, syntactic, morphological words and 
phrase[12]. 

Text annotation mainly extracts keywords and key phrases 
identifying single words  in the document [13]. Keywords 
annotation is mostly used for  extraction of content and its 
summarization, that produces  machine- readable bulk of text. 
The proposed system shows the implementation of general 
Natural Language Processing applications, executed via 
MapReduce. 

II. EXISTING WORK 

The below description gives information regarding 
Indexing, text mining, pre-processing document clustering, 
extraction of features  and NMF . Lastly it operates on NMF to 
cluster document. 

A. Text Mining 

The hidden information from the texts is extracted in large 
amounts of documents which are not structured is text mining.  

 It can separate information data in enormous content 
information 

 It can get connectivity and correlation with other data 

 It identifies the content making use of classification. 

 Data processing in computers provides the capacity in 
high volume of text at high speed.  

 Few applications in extraction of knowledge from data  
are information extraction, detection basing on topic 
and tracking, definitions of that text, arrangement of 
text, clustering, concept linkage, information 
visualization etc. 

Supervised learning is used to train data in particular data 
that are  already labeled. Here, the machine contains a new set 
of examples (data) so that supervised learning algorithm 

determine that training data (set of training examples) and 
generates a correct outcome from labelled data. 

Unsupervised learning is used to  train data that are not 
labeled. Here machine performs to group unsorted information 
corresponding to the correlations, patterns and odds without 
any previous  training of data. 

B. Pre-Processing 

The pre-processing step acts a main role for the entire 
process of clustering and extracting process. Sentences are sub 
divided in preprocessing in terms of tokens. This paper, it 
produces simple words, word stemming of suffixes so that 
words having the same root(e.g., dance, dances, dancer and 
dancing) finds  the same single word for counting of frequency. 
Stop lists used to filter the non-scientific English words. Figure 
2 is demonstrating the pre-processing steps and figure 3 
demonstrating an example of stemming 

 

Fig. 2. Pre-processing Steps 

 

Fig. 3. Example of Stemming 
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C. Clustering of Documents  

Clustering of documents is simply described as “clustering 
of documents’. Clustering is a process to identify the likeness 
and unlikeness/ distances between the extracted words from the 
document. Separating them into meaningful sub divisions by 
sharing similar characteristics. As clustering drops under the 
category of  unsupervised learning,  it predicts the documents 
and arranges them into particular class. Figure 4 demonstrating 
document clustering in a text document.   

 

Fig. 4. General document clustering in text documents. 

D. Nonnegative matrix factorization (NMF)    

One of the important algorithms for distributed parallel 
processing and storage in memory for computing factorization 
for non negative values is Non-negative Matrix Factorization 
algorithm. Here the algorithm decomposes the data by parts of 
data matrix small similar parts of that information.NMF 
algorithm checks for the positive values in matrix by using 
factorization. Authors Lee and seung in 2001, suggested for the 
multiplicative updation of algorithm, it uses the factors of  
every non-negative data matrix i.e., W and H  as two factor 
matrices. Correlating each factorization is specified by user in 
terms of rank. Defined terms H and W are rows and columns, 
where these are the samples given to the clusters existing. We 
start with the random approach of the matrices and use a 
interactive approach for cost measurement by factor matrices 
that reaches optimal solutions locally. Later H and W are used 
to patterns evaluation also. Most oftentimes NMF is used 
discover classes by identification of patterns. These can be best 
usage of clusters.  

E. KNMF 

KNMF clustering of documents is given by the likeness 
among the features that are identified from the individual 
document. 

1) The methodology adapted 

 Initially here we initiate a term document matrix 
naming as V by calculating term frequency inverse 
document frequency from the folder files . 

 After acquiring of vector V values, the length is 
normalized to unit length using Euclidean distance. 

 Now on basing Lee and Seung [2] calculations on 
vector V , we get  the factors W and H [1]. 

Finally we go for similarity measures between the 
documents and the derived features of W. also assign document 
to Wax if the angle between them is minimum or very small by 
using cosine similarity. This process  is similar to single turn in 
k- means algorithm. 

2) Steps in indexing the document in a folder 

Initially when any document is given to process here indexing 

plays a vital role of arranging each document orderly. the 

document that is given at start  checks whether the document 

is new or already existing one. If it is new , it provides 

updation  in non-updated document list. 

 Once the document is updated or the given document 
is updated one we go proceeding to next steps  without 
any new modifications in the indexing of that 
particular document and if the document is  not 
modified then we delete the old document  by creating 
new document. Extract the words from the document. 

 Next we go for stop word removal to avoid 
unimportant words. 

 Here  important algorithms by using stemming is 
applied for better capturing of root to the word in the 
document is given. 

 All the collected information till now from the 
document is stored in particular index. 

 Finally all the  displaced i.e, stray files are  been 
removed from the folder. 

For the parallel execution of algorithm k-means, Hadoop 
has given a platform to run in local reference mode and also in 
pseudo distributed mode.  The job that is done by k-means is 
given to the client i.e., job client. Time that the jobs completed 
are mentioned properly. 

III. SYSTEM ARCHITECTURE 

Hadoop is an open source software which allows users to 
manipulate the huge data chosen for  efficient , scalable results 
allowing distributed parallel processing to improve 
performance giving data integrity and manipulating failures in 
Java.  

Here in the Hadoop Distributed File System clusters are 
stored or installed in multi-node. Each cluster poses  a Name 
node master, that allocates jobs to different Data nodes(clients), 
while looking all the execution process it also monitors the 
failures that come across. Storing of data is declared by the 
data nodes. Figure 5 shows the framework that resides in the 
HDFS. 

The results from the NLP are written into SQL external 
database. The prospective architecture of this Framework takes 
input into two complete file paths: here the first points are 
located on the local file and the different modules work 
asynchronously; the keyword/key phrases  are scheduled for 
the execution process and results separately. 
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Finally, a constant systematic procedure saves all the 
extracted keywords and key phrases in the database (SQL). 
entire architectural procedure is followed in java. 

 

Fig. 5. Hadoop Distributed File System Frame Work. 

Figure 5 is demonstrates the entire modeled system 
architecture. Functions namely 'Map' and 'Reduce' in the 
keyword & key phrase Extraction module can be built by the 
user, basing on the NLP tasks executed from the input 
documents . A pair of  key/value is produced by the Map 
function and analyzed basing on the domain referring to the 
parsed text. The TF-IDF computes in accordance with the 
Reduce function. Storage of all the keywords from extraction, 
Key phrases and related Meta data in SQL database. 

A. MapReduce 

The foremost best processing technique in Hadoop is 
MapReduce which divides the process into smaller jobs in 
executing. here functions namely Map and Reduce act as 
functions and implement the functions accordingly, that defines 
the specific executed input data. 

Hadoop splits the input data into fixed sizes basing on the 
block size i.e,64MB. Job that is assigned by the MapReduce is 
to split using Key-value pairs because it gives the output values 
using arrays, lists and also numerical values, strings.  

The main implementation that involved in Map function is 
represented by the logical records from the input source. 
Different shuffle and sort process combines all intermediate 
values added with the similar key .The sorted output pairs are 
reduced to process the splitted data. Here Figure 6 shows an 
example of an inverted word index creation through 
MapReduce.  

Since Hadoop is worked with Java, the below screens 
shoots has been generated after executing in the Big data 
analytics cluster which was created as phase1 of the project. 
Sample Dataset from Newsgroup20 is considered and screen 
shoots through experimental setting are taken. Figure 7 
screenshot shows the piece of Input data taken from 
newsgroup20. 

 

Fig. 6. Example for  mixed-up word index generation in MapReduce. 

Figure 8 shows the adding of the given input file into 
HDFS. it also shows execution of Stopwords program by 
creating stopwords.jar file along with some paths needed for 
compiling. 

Figure 9 shows the output screen for compiling of 
Stopwords program with the required Stopwords count in a 
given input file. 

Figure 10, 11, 12 screenshots shows the values of Iterated 
Lovins Stemming, Lovins stemming, Porter Stemming output. 
Figure 13 shows If-Idf count values of sample input data files 

 

Fig. 7. Sample Dataset from Newsgroup20 
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Fig. 8. Adding the input file to HDFS and creating stop- words jar file 

 

Fig. 9. Output screen showing the count of stop words in a given input file 

through Map Reduce phase. 

 

Fig. 10. Output Screen for Lovins Stemming Algorithm 

 

Fig. 11. Output Screen for Porter Stemming Algorithm. 

 

Fig. 12. Output Screen showing TF-Idf values of sample input files taken. 

IV. RESULT ANALYSIS 

Here,  in this section elevates the performance strategies of 
different stemming algorithms like Iterated Lovins Stemming 
Algorithm, Lovins Algorithm, and Porter Stemming 
Algorithm. In the execution of Stop words, we illustrated 
different steps in removal of Stop words in Document 
clustering. Basing on the factors obtained from the text 
document we say that it is free of cluster and reduces the size 
of the document. The analysis metrics considered here are : 
Index Compression Factor (ICF), Word Stemming Factor 
(WSF), and Correct Stemming  Word Factor  ( CSWF). 

Index Compression Factor (ICF): It defines the percentage 
of the total number of apparent words to that of number of 
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apparent stems after stemming. The strength of the stemmer 
increases along with this ICF value. 

ICF=(N-S)/S×100 

Words Stemmed Factor(WSF): It defines as percentage of 
words that have been stemmed by the stemming process out of 
the total words in a sample, strength of Stemming increases 
along with number of words stemmed. 

WSF=WS/TW  ×100 

Correct Stemming word Factor(CSWF): It defines as 
percentage of words that have been stemmed correctly out of 
the number of words stemmed. The accuracy of the stemmer 
increases with increased percentage of CSWF. 

CSWF=CSW/WS  ×100 

Figure 14,15,16 are graphically represented by considering 
three documents ( doc1, doc2, doc3) and compared among 
three stemmer algorithms that are considered. 

 

Fig. 13. Graph showing ICF(Index Compression Factor) values using 
Stemmers 

 

Fig. 14. Graph showing WSF(Word Stemmer factor) values using  Stemmers 

 

Fig. 15. Graph showing CSWF( correctly Stemmed words factor) values using 

Stemmer 

V. CONCLUSION 

To operate huge data “Big Data” approaches gave 
maintenance from the database management tools and 
traditional data processing applications. A new processing 
techniques mainly in stemming algorithms that is Iterated 
Lovins Stemmer algorithm has given better results when 
compared to Porter Stemmer and Lovins stemmer algorithm. 
and a new algorithm KNMF which is furthurly  used and 
application named as "Text mining Lead". Therefore with those 
defined characteristics of KNMF help to cluster the documents 
by the K-means clustering labels. Likewise a parallel 
implementation with Map Reduce for huge sized documents 
lead to minimize time computation and increase the average 
computation speed. The entire process  from token generation 
to clustering, Every process is done in Apache Hadoop.  
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