Architectural Distortion Detection in Mammograms
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Abstract

One of the foremost earlier sign of breast cancer is architectural distortion. This research work proposes the fish swarm optimization based detection of architectural distortion in mammograms acquired prior to the diagnosis of breast cancer in the interval between scheduled screening sessions. The potential sites are obtained using node maps through the implementation of Gabor filter and portrait modeling namely linear phase for detecting its presence. The ROI is extracted after pre-processing and is characterized with entropy measures such as angle, coherence and orientation strength. The ROI is also represented using Fourier spectrum that includes Shannon’s entropy and Renyi entropy. The outcome of the experiment reveals that, using the entropy measures with fish swarm optimization for feature selection performs better than the particle swarm optimization and ant colony optimization. The experimental results are proved by performing classification using Artificial Neural Network.
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1. Introduction

Architectural distortion is defined as distortion of the architecture of breast parenchyma without being accompanied by the increased density or mass [1]. It is the third most common mammographic sign of nonpalpable breast cancer and is an important finding in interpreting the manifestation of breast cancer on mammograms [2]. However, due to its subtlety and variability in presentation, this sign of abnormality is often missed during the screening. The detection of architectural distortion is performed by a radiologist through the identification of subtle.

In Architectural distortion problem a mammogram image contains deformation in its structure but there will be no specific mass. It shows speculations projecting from a specific point and the distortion occurs at the borders of the parenchymal tissue. Architectural Distortion also acts an important cause of malignancy in one-half to two-thirds of cancer cases under consideration [2]. But this symptom do not account for increased density as of masses and calcification. During the initial stages Architectural distortion looks a lot like a normal breast tissue [3]. Since these tissues are very delicate, they are missed to be identified and results in false-negative reports [2]. 12% - 45% of breast mammograms with Architectural Distortion are misinterpreted as benign [4].

2. Related Work

The proposed work on breast lesions and their features [5] describes briefly the computer oriented methodologies used to detect and diagnose each lesion. One of the most missed symptoms of breast cancer is Architectural Distortion (AD). The ArDist[6] method consists of two stages: i) usage of Gabor Filters to detect ROI with potential ADs and ii) detection of Architectural Distortions using 2D Fourier transform in polar coordinates. Comparison is done with the efficient results of Computer based systems and model methods. Detection of architectural distortion in paper [7] uses two methodologies i.e. i) countourlet transforms and ii) phase portrait methods. Filtering of image under multiple directions is done by contourlet transform and orientation is performed using phase portrait analysis. White spaces are concentrated more to eliminate false positives from the sliding window. The paper [8] aims to work on diagnosis of breast cancer with the symptom of architectural distortion interval cancer cases. Stepwise logistic regression and stepwise regression are the two methods used to select appropriate features. An roc curve is acquired that results in a fine result and the features are chosen by stepwise logistic regression.

Burnside et al. [9] and Sumkin et al. [10] described that when prior mammograms are used for analysis, specificity may be increased better but it does not improve sensitivity. Varela et al. [11] showed that when prior mammograms are used as reference, classification accuracy value between benign and malignant masses has been increased in a significant manner.
A commercial CAD system was studied for detecting its performance by Evans et al. [12]. He found that 91% of sensitivity was achieved with screening mammograms and 77% with prior mammograms. Ikeda et al. [13] estimated the accuracy percentage of the CAD system using 172 cancer cases of prior mammograms and 42% of sensitivity was acquired.

Cases of Mammograms with interval-cancer cases were investigated by Garvican and Field [14] using a commercial CAD system. Most sensitive cases were not identified by this system but it was able to detect normal areas of masses. Moberg et al. [15] in their study concluded that CAD system has no consequence on the sensitivity or the specificity of interval case cancer mammograms. Most mammograms are single or double read for the presence of breast tumour by radiologists. A comparison study on this single, double and CAD based reading of interval cancer cases is done by Ciatto et al. [16]. They affirmed that specific and significant results were produced by CAD method and it is as sensitive as double reading. The efficiency of various classifiers was analysed [25, 26] and it is proved that Artificial Neural Network performs well.

3. Proposed Architecture of Architectural Distortion

Architectural distortion is a difficult symptom to be detected in prior mammograms. In this study, an entropy based fractal dimension using Renyi Dimension spectrum is used to detect this architectural distortion.

Proposed Framework for Architectural Distortion

The following stages are accomplished to detect Architectural Distortion:

- Breast segmentation – Use region growing method to slice the mammogram image into breast region and background;
- Preprocessing of mammogram – reduce noise in the image by filtering and sharpen the spicules of Architectural Distortion;
- Enhancement of spicules – analyses and extracts line structures with different orientation that is texture orientation.
  - Various angles of text orientation are filtered with a collection of Gabor filters.
- ROI selection – extracted texture orientation is examined
  - phase portrait modeling – examine the oriented texture that creates three map values, in which only node map is analyzed further to perceive potential sites of ADs.
- Estimate AD features that are of importance which reduces false positives:
  - Multifractal dimension using Renyi Dimension Spectrum
- Feature Selection:
  - Fish Swarm Optimization is used for selecting potential attributes in an optimized manner
- Features classification:
  - Artificial Neural Networks (ANN) is used to separate boundaries of normal breast tissues and Ads.
The following Fig. 1 provides a detailed overview of detection of Architectural Distortion.

**Figure 1: Detailed Overview of the Architectural Distortion**

**Entropy based Fractal Dimensions**

When fractals are distributed in a heterogeneous fashion, then Entropy-based fractal dimensions can be used. But in the case of morphological dimensions, only the shape of a projection of the fractal is made to be known. Since morphological dimensions are purely metric concepts, this is explicable.

**Feature Extraction using Renyi Entropy based Approach**

A node-like prototype with speculation becomes apparent to radiate from a common point in case of Architectural distortion. But in the projected image of mammograms curvilinear structures of ligaments, ducts, vessels, and parenchymal region boundaries might provide the increase like patterns. Node analysis results in revealing a large number of FPs to detect significant areas of architectural distortion. Renyi entropy is a widespread measure for subsystems which are independent of statistical information. It characterizes the most important concepts of Shannon’s entropy method. Renyi entropy method
curves only for value of \( q \) between 0 and 1. It is a special case of Shannon’s entropy where \( q \to 1 \). Renyi entropy \([18, 19]\) is given by

\[
H_R(q) = \frac{1}{(1-q)} \log_2 \left( \sum_i p_i^q \right) 
\]  

(1)

Through the elementary information provided, Renyi’s measure gives the exponential mean value while Shannon’s entropy is the simplified method of finding the averaged measure. This exponential mean of Renyi’s entropy represents the equivalent elementary information gains of \( \log_2(1/p_i) \) \([19]\). Renyi entropy has been widely used in multifractal theory \([20]\), texture classification \([21]\), pattern recognition, and image segmentation \([22,23]\).

Analysis of Angular Spread

To detect the existence of architectural distortion, three measures that is orientation field, coherence and orientation strength are considered from Gabor magnitude response. These measures may reveal noteworthy information about the presence of architectural distortion. Among the three measures, only the orientation field is used in the preliminary stage of phase portrait analysis. Architectural distortion can also be detected using the Gabor magnitude reaction in some cases.

Angular Spread of Power in the Frequency Domain

A 2D Fourier spectrum, \( S(f, \theta) \) is obtained initially. Then to obtain the angular power, this 2D value is converted into one dimensional function \( S(\theta) \). This is done by combining as a function into the angle \( \theta \) for the angle range of \( 0 - 179^\circ \). The frequency point has a radial distance of \( f \in [6, 96] \) pixels. For the next level of computation, regions with low and high frequency limits were purged. This is because these regions are treated as noise and are not related in detecting architectural distortion.

Orientation Strength

To calculate the orientation strength for each pixel, a function \( G(\theta) \) is represented to provide the potential strength of orientation. This computation is done for each angle \( \theta \) of the image in consideration. In the present work, this measure of strength is computed as a mean of Gabor magnitude responses, \( G_k(m, n) \), for all directions of the filters used, \( \theta_k, k = 0, 1, 2, \ldots, 179 \), as follows

\[
\alpha(m,n) = \frac{\sum_k G_k(m,n) \cos(2\theta_k) + \sum_k G_k(m,n) \sin(2\theta_k)}{\sum_k G_k(m,n)} 
\]  

(2)

Coherence

To compute coherence, the values of magnitude and orientation is represented as orientation information for each pixel. For each neighbourhood pixel, this computation involves the average dominant orientation and extent of alignment of orientation information. This is done with regard to dominant orientation always.
Let $\gamma(p,q) = G(p,q) \frac{\sum_m \sum_n G(m,n) \cos(\theta(m,n) - \Psi(p,q))}{\sum_m \sum_n G(m,n)}$.  

(3)

Figure 2: Output of Proposed Architectural Distortion

The Fig.2 provides the output produced by the proposed Architectural Distortion techniques for detecting breast cancer.

**Feature Selection using Fish Swarm Optimization**

Li et al. [24] in 2002 proposed a new technique called The Fish Swarm Algorithm (FSA) stimulated by natural behaviour of fish. This technique is a new population based progression technique. Using the FSA algorithm, the nearby minimum values are eliminated to achieve overall optimization. $X_i = (x_1, x_2, \ldots, x_k, \ldots, x_D)$ represents the position of the fish with dimensional D. FSI imparts the food satisfaction acquired by the fish. $d_{ij} = ||X_i - X_j||$ gives the Euclidean distance between the spots of two fishes. The FSA emulates three common characteristics:

- Explore food source.
- Swarming in case of threat.
- Enhance successful result rate.

The objective of exploration of food source is to minimize the value of FS(Food Satisfaction). Exploring process involves in the search of food source by the fish in a random manner. Swarming holds the objective to gratify the requirements of intake of food, satisfying the existing and new members of the
swarm. Xi indicated the position of a fish within its neighbor’s visibility. Xc locates the midpoint of neighbor’s locations which can be used to represent the entire swarm neighbors.

A fish shifts from its current position X_i to next position X_{i+1} towards the midpoint X_c, if this midpoint of swarm concentrates more on food source rather than the current position X_i (i.e., FSc < FSi), and if (X_c) is not over crowded (ns/n < δ). The fish in the neighborhood position also follows the same behavior.

Under the viewpoint of a fish, certain fish may be recognized to get more food than others.

This may naturally convince others to follow the best one (X_{min}) to improve the food satisfaction level [FS_{min} < FS_i] and less crowding [nf/n < δ]). The number of fishes under the viewpoint of X_{min} is denoted as nf.. The three main constraints involved in the Fish Swarm Algorithm are i) visual distance ii) highest step length (step) and a iii) crowd factor. Among these three constraints, visual distance and step length stimulates the efficiency of FSA.

**Pseudo Code for Fish Swarm Optimization**

```plaintext
Start t = 0
    xi(t) (i = 1, . . . ,m) ← Initialize
    While (stopping criteria are not met)
        do For (each xi (t))
            If (“visual scope” is empty)
                yi(t)← Random(xi(t))
            else If (“visual scope” is crowded)
                yi(t)← Search(xi(t))
            else yi(t)← best of Swarm(xi(t)) and Chase(xi(t))
        End for
        xi(t + 1)(i = 1, . . . ,m) ← Select(xi(t), yi(t) (i = 1,..,m))
        If (“stagnation” occurs) X rand(t + 1) ← Leap(xrand (t + 1))
        xbest(t + 1) ← Local(xbest(t + 1)) t = t + 1
    End while
End
```

4. **Experimental Result**

Mini-MIAS database is used to for experimental analysis of the proposed work and Matlab is used for implementation. A total of 44 cases of mammograms are chosen from the Mini-MIAS database, out of which 8 cases of architectural distortion, 14 cases of bilateral asymmetry, and 22 normal cases are taken into consideration. 19 mammograms out of which 8 cases with architectural distortion are taken into the consideration.
Performance Analysis of Proposed of Architectural Distortion

Table 1: List of Features with Accuracy Values

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td>Node Value</td>
<td>0.65</td>
</tr>
<tr>
<td>HR₁</td>
<td>Power in the frequency domain</td>
<td>0.64</td>
</tr>
<tr>
<td>HR₂</td>
<td>Gabor magnitude response</td>
<td>0.69</td>
</tr>
<tr>
<td>HR₃</td>
<td>Gabor angle response</td>
<td>0.71</td>
</tr>
<tr>
<td>HR₄</td>
<td>Coherence</td>
<td>0.67</td>
</tr>
<tr>
<td>HR₅</td>
<td>Orientation strength</td>
<td>0.68</td>
</tr>
</tbody>
</table>

For interval cancer cases and normal cases the accuracy values and ROIs for all the features listed in the Table 1 is computed. HR₁- HR₅ extracted using Renyi Entrophy based on angular spread. The potential features are selected using Fish Swarm Optimization, PCO and ACO. The FSO selects four sets out of four features: Node value, HR₂, HR₃, HR₅. The PCO selects five feature set of features Node, HR₁, HR₂, HR₃, HR₅. The ACO selects three attributes Node, HR₁, HR₅. The Fig.3 shows the performance chart shows the performance chart for these features.

![Figure 3: Performance Chart for False Acceptance and False Rejection Rate](image)

The Artificial Neural Network is used as the classifier to find the performance Precision, Recall and F-measure of both the selected feature sets of FSO, PCO and ACO.

Artificial Neural Networks is used for classification after implementing three different feature selection techniques Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO) and Artificial Bee Colony Optimization based on Precision, Recall and F-measure.
Table 2: Precision, Recall and F-Measure Using PSO, ACO and FSO

<table>
<thead>
<tr>
<th>Method for feature selection</th>
<th>Selected Feature Set</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>Node, HR, HR, HR, HR</td>
<td>0.867</td>
<td>0.860</td>
<td>0.853</td>
</tr>
<tr>
<td>ACO</td>
<td>Node, HR, HR</td>
<td>0.912</td>
<td>0.928</td>
<td>0.909</td>
</tr>
<tr>
<td>FSO</td>
<td>Node, HR, HR, HR</td>
<td>0.949</td>
<td>0.967</td>
<td>0.940</td>
</tr>
</tbody>
</table>

The Table 2. Shows that the Fish Swarm Optimization (FSO) selects four different features Node values with three variables of Renyi entropy related to the angular spread, performs better than the existing two evolutionary approaches Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) with the highest precision value of 0.949 and its recall value is 0.967. The F-measure for PSO is 0.853 which is less than the ACO and FSO. The highest F-measure value is obtained by proposed FSO 0.940 and it is proved using ANN classification to detect the presence of architectural distortion in the potential sites which consist of four different features. The performance chart for these feature selection methods is shown in Fig. 4.

5. **Conclusion**

For recognition of architectural distortion in the potential sites, the features are extracted using the Renyi entropy based on angular spread. The FSO is used for selecting the potential features and retrieve the four features, one feature from node map and other three belongs to the entropy features specifically Gabor magnitude response, Gabor angle response and Orientation strength have the higher accuracy value than the others. After applying ANN classification on the mammogram images based on the selected set of features using PSO, ACO and FSO, the result shows that the performance of the FSO is better than the
remaining ones by reducing the False positives in the automatic ROI detection of the suspected sites
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